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Nano-composite material consisting of Co2C and Co3C nanoparticles has recently been shown to

exhibit unusually large coercivities and energy products. Experimental studies that can delineate

the properties of individual phases have been undertaken and provide information on how the

coercivities and the energy product change with the size and composition of the nanoparticles. The

studies indicate that while both phases are magnetic, the Co3C has higher magnetization and

coercivity compared to Co2C. Through first principles electronic structure studies using a GGAþU

functional, we provide insight on the role of C intercalation on enhancing the magnetic anisotropy of

the individual phases. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4733321]

Permanent magnets are an indispensable component in

many applications such as hybrid electric vehicles, wind

power, magnetic refrigeration, and flywheel energy storage.

The key parameter controlling the performance is the mag-

netic energy density, typically presented via the maximum

energy product (BH)max, since it leads to an increase in the

whole device efficiency (for example the volume-to-power

ratio of an electric motor).1–4 For single phase material, since

the development of rare earth permanent magnets in the

1970s, there have been minor advances in the (BH)max,

achieved mainly by varying the synthetic processing and the

ability to control the anisotropy. An alternate approach is to

develop a multi-phase material consisting of an assembly of

hard and soft phase nanoparticles that interact via exchange

coupling. This approach is particularly exciting in view of

the recent developments in chemical synthesis methods of

nanoparticles that allow for size and composition control.

These nanoparticles have atomic structures and compositions

often different from the bulk stable phases. One can then

tune the magnetic properties of the resulting material by con-

trolling the magnetic characteristics of the mixed phase

nanoparticles, serving as building blocks of the assembled

material.

In a recent paper,4 some of the present authors reported

synthesizing a nanocomposite material composed of a mix-

ture of Co2C and Co3C nanoparticles of varying size using

polyol reduction chemistry. The material offered unusual

magnetic properties with a maximum high energy product

greater than 20 kJ m�3 and coercivity greater than 3.4 kOe

and these properties changed with the size and ratio of the

mixing nanoparticles. These are remarkable findings partic-

ularly since the composite nano-material did not contain

any 5d transition or rare earth elements. It is interesting to

note that bulk fcc Co is a soft magnetic material. The

magnetic anisotropy increases in going to hcp phase or

introducing stacking faults. These observations indicate that

the coercivity can be controlled by changing the atomic

spacing as well as the symmetry.5,6 The unusually large

observed coercivity in Co2C and Co3C nano-assemblies,

probably arises due to further enhancements in anisotropy

in the individual nanoparticles due to mixing between Co

and C states, as well as due to cooperative effects in the

assembled material.7 A fundamental understanding of the

effect of particle size, morphology, and composition on

the magnetic properties of individual phases is critical to

translate these initial findings into a nano-assembled mate-

rial that has the potential to compete with rare earth

magnets. The purpose of the present paper is to use a syner-

gistic approach consisting of synthesizing well character-

ized carbide phase nanoparticles along with first principles

investigations to provide insight into some of these basic

issues. In particular, we characterize the atomic structure of

each phase and demonstrate how the magnetic moment and

the energy product of the nanocomposite material vary with

size of the assembled nanoparticles. Through first principles

calculations we then provide insight into how the incorpora-

tion of carbon (C) atoms into the metallic cobalt (Co) struc-

ture increases the anisotropy of individual phases, playing a

similar role to samarium or neodymium in current rare earth

permanent magnets.2–4

The synthesis of CoxC nanoparticles is accomplished

using a wet chemical technique, known as the polyol pro-

cess.4,8 In brief, the polyol process can be used to reduce

metal salts by using a base deprotonated, polyhydric alcohol

(polyol), allowing for a ligand exchange to occur between

the deprotonated alcohol, or glycolate, and the metal salt

ligand.9 Excess glycolate ions then assist in the reduction of

the metal at elevated temperatures and act as a capping

agent. Therefore, by controlling the amount of base and reac-

tion temperature, the reduction, nucleation, and growth dy-

namics can be intimately controlled. In this study, formation

of cobalt carbide crystal phases show a strong dependence
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on the hydroxide concentration [OH�] when using a high

boiling point polyol such as tetraethylene glycol (TEG,

BP¼ 325 �C) (Figure 1(a)). Thus, by controlling the nuclea-

tion and growth rates through [OH�] and temperature, the

synthesis of pure phase Co3C and Co2C can be precisely con-

trolled (Figure 1(b)). The addition of OH� increases the

amount of capping agent and lowers the distillation tempera-

ture of the solvent, slowing nucleation and growth (S1).10,11

Slowing the growth rate is essential to forming the desired

carbide phases, as we believe that cobalt carbide forms due

to a surface reconstruction/diffusion of C atoms into the Co

structure.12–15 Therefore, the surface diffusion of C and par-

ticle growth are competing events. If growth is too rapid,

complete diffusion of the C will not occur at the relatively

low reaction temperatures, resulting in metallic Co impur-

ities. By controlling growth dynamics through synthesis pa-

rameters, we have been able to synthesize highly coercive

CoxC particles as well as other transition metal carbides

using various precursor salts and solvents. (S2).

The synthesis of bulk transition metal carbides is

most commonly carried out by mixing metal and C pow-

ders and heating to temperatures in excess of 600 �C,

while the wet chemical synthesis of CoxC particles occurs

at lower temperatures, less than 300 �C, making the tech-

nique more efficient and allowing for better phase con-

trol.16,17 The reaction conditions for CoxC particles are

very similar to the reaction conditions used during the Fi-

scher Tropsch (FT) synthesis, where the formation of

cobalt carbide phases are also reported, however as a poi-

soning mechanism of the Co metal catalysts.13,18–21 In FT

catalysis, carbon monoxide and hydrogen gases are flowed

over a transition metal catalyst, whereby the carbon mon-

oxide is catalytically decomposed to C atoms which over

time transform the catalyst to a carbide through a surface

diffusion mechanism.12,13 We propose that the cobalt car-

bide formation, by the polyol process, occurs similarly to

carbides formed during the FT synthesis with the source

of carbon monoxide being the aldehyde formed during

the reduction of cobalt.9,22 Preliminary results show Co to

be an effective catalyst towards the decarbonylation of

aldehydes. The proposed mechanism along with prelimi-

nary results can be found in the supporting information

(S4).41

When looking at the 3d transition metals used as FT cat-

alysts metallic Co is unique in that it has two stable low tem-

perature allotropes, the a (hexagonal close packed) and b
(face centered cubic) phases. In lower boiling point polyols,

the synthesis of the a and (b-Co) phases can be controlled by

changing the [OH�].23–26 At low [OH�], the kinetic product

(a-Co) is formed upon nucleation while higher concentra-

tions form the thermodynamic product (b-Co).23 Comparing

the phase control seen in metallic Co nanoparticles with that

of the phase control we present with the CoxC nanoparticles,

we believe that the initial nucleated Co species affects the

resulting carbide phase. To investigate this, we used elevated

temperature x-ray diffraction (ETXRD), which revealed

Co3C to decompose to a-Co while Co2C transitioned to the a
and b-Co phases at 325 �C and 275 �C, respectively (Figures

1(c) and 1(d)). The crystal structure of Co3C is isomorphous

to that of Fe3C (cementite), which is commonly visualized as

a twinning of HCP-Fe unit cells with C atoms filling intersti-

tial sites.27,28 The identification that Co3C is synthesized at

similar [OH�] to a-Co (HCP) and decomposes into the a-Co

(HCP) points to the nucleation of a-Co particles being essen-

tial to the formation of Co3C. The formation of Co2C is rela-

tively more difficult to unravel, since it decomposes into

both a- and b-Co phases. Comparing Co2C to Ni2C, the for-

mation of Ni2C is thermodynamically favorable above a

minimum threshold of surface C coverage on the catalyst

particle surface, hence the formation of Co2C might be inde-

pendent of nucleated particle structure.14 The higher [OH�]

used in the synthesis of Co2C slows growth allowing for

more surface C atom coverage and directing the formation of

Co2C. Further investigations using in-situ synchrotron based

x-ray techniques are scheduled and will help to shed more

light on the formation mechanics of the Co3C and Co2C

phases.

Synthesized Co2C and Co3C particles possess an aver-

age secondary particle diameter around 300 nm (Figures 2(a)

and 2(d)). High-resolution TEM images of the particle surfa-

ces reveal the presence of a glycolate layer and primary crys-

tallites attached to the larger agglomerates (Figures 2(b) and

2(e)). This polycrystalline assembly was also confirmed

from SAED and XRD analysis. Fourier transforms confirm

lattice parameters of a¼ 5.05 Å and c¼ 4.48 Å for Co3C

(Figures 2(b) and 2(c)) and lattice parameters of a¼ 4.50 Å

and c¼ 2.91 Å for Co2C (Figures 2(e) and 2(f)), commensu-

rate with the values obtained from x-ray diffraction. The gly-

colate layer on the surface was confirmed using x-ray

photoelectron spectroscopy (XPS), however due to the

FIG. 1. (a) Contour plot showing the effect of OH:Co ratio on crystal phase

formed. Co3C was formed at a OH:Co ratio of 4:1, while Co2C at ratios

from 10:1–14:1. (b) Reitveld refinement of the x-ray diffraction patterns for

as prepared Co3C (top) and Co2C (bottom). ETXRD scans of (c) Co3C and

(d) Co2C show the decomposition of the carbide crystal phases into metallic

cobalt phases.
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presence of the glycolate layer, binding energies characteris-

tic of the interstitial carbons intrinsic to carbides were not

observed (S9). The interstitial C atoms were identified by

chemically etching Co atoms from the surface of the par-

ticles, revealing the interstitial C atoms in the form of a car-

bon shell (S10).29

The synthesis of pure phase Co3C and Co2C offers a

unique opportunity to characterize and identify the micro-

scopic mechanisms leading to the emergent magnetic

behavior associated with each phase. The experimental

studies enabled the identification of the crystalline phases

including lattice parameters and atomic coordinates for

each phase that could enable theoretical investigations.

Previous theoretical studies30 on Co2C predict that the ma-

terial is non-magnetic. These studies were carried out

within a density functional framework using the gradient

corrected functional. As indicated above, the present exper-

imental studies indicate that the Co2C nanoparticles are

magnetic with a substantial magnetization. Note that it is

now well known that the correlation effects are important

in carbides and oxides. We, therefore, carried out theoreti-

cal studies of the magnetic moment at the Co-site in Co2C

using a gradient corrected (GGA) functional as used in

previous works, a GGAþU functional, and a hybrid

B3LYP functional. The studies were carried out using the

Vienna ab initio simulation package (VASP).31 The

projector-augmented wave method was used to model

electron-ion interaction and the valence states of Co and C

were described by [Ar] 3d84s1 and [He] 2s22p2 electron

configurations, respectively.32 The exchange correlation

contributions were incorporated using a hybrid functional

B3LYP.33 We also attempted generalized gradient func-

tional proposed by Perdew, Burke, and Ernzerof in a

GGAþU approach with a U value of 4.0 eV to find similar

results.34 A plane wave basis with an energy cutoff of

400 eV was used and a Mokhorst-Pack scheme of

9� 9� 9 division was used to generate the special

k-points for constructing the charge density.35 The magne-

tocrystalline anisotropy energy (MAE) was calculated

using the contribution from spin-orbit coupling. For the

Co2C and Co3C phases, the structures based on the x-ray

diffraction were further optimized till the forces dropped

below a threshold value of 0.02 eV/Å. Calculations using

the GGA functional yielded a zero magnetic moment at

the Co site, in agreement with previous studies. However,

studies using a B3LYP functional or a GGAþU functional

with a U of 4.0 eV yielded a moment of around 1.0 lb per

Co atom, in agreement with observed magnetic phase.

These findings reinforce that a proper inclusion of correla-

tion effects is important to account for the magnetic

behavior and in the remainder of the paper, we present

results based on GGAþU functional. Our investigations

focused on the nature of the electronic states, the magnetic

moment, and the MAE associated with the Co2C and

Co3C phases, We first carried out studies on pure b-Co,

where our calculated magnetic moment of 1.86 lb per

atom is close to the experimental moment of 1.81 lb. A

similar calculation on a-Co yielded a moment of 1.63 lb,

again close to the experimental value of 1.75 lb. For the

carbide material, we calculated the total density of states

as well as local density of states at the Co and C sites and

these are shown in Figures 3(a) and 3(d)). The studies

indicate that there is partial mixing as the C p-states only

hybridize with Co d-states near the bottom of the d-band.

The contour plots of valence charge densities show that

Co2C exhibits higher mixing between C p and Co d states

than in Co3C (Figures 3(b) and 3(e)). Consequently,

both Co2C and Co3C are magnetic with moments of

0.99lb/atom for Co2C and 1.67 lb/atom for Co3C, respec-

tively. Furthermore, both the systems exhibit metallic char-

acter. While the mixing with C partially reduces the

magnetic moment compared to the pure Co phase, it has a

dramatic effect on the MAE. Bulk b-Co is a soft magnetic

material (having a low coercivity, below 150 Oe) and our

MAE calculations indeed indicate an easy axis along the

[100] direction.36 For the [110] and [111] directions, the

results indicate a MAE per Co atom of 0.009 and

0.016 meV/atom, respectively. For the Co2C phase, one

can regard the new phase as layers of Co atoms with inter-

vening layers of C atoms leading to an easy axis along the

[001] direction and harder axis along the other directions

(Figure 3(c)). Table I lists the MAE along other symmetry

directions. The Co3C phase presents a structure that could

be regarded as two planes of Co atoms separated by single

FIG. 2. Bright field TEM images of (a) Co3C particles, (b)

Co3C particle surface showing the presence of a gylcolate

layer and fine crystallites, indicated by arrows, (c) HRTEM

of Co3C particles showing glycolate layer and inset FFT

corresponding to Co3C h010i zone axis, (d) Co2C particles,

(e) Co2C particles showing the glycolate later, and (f)

HRTEM of Co2C particles showing the glycolate layer and

inset FFT corresponding to Co2C h001i zone axis.

012409-3 Carroll et al. Appl. Phys. Lett. 101, 012409 (2012)

Downloaded 06 Jul 2012 to 129.25.131.235. Redistribution subject to AIP license or copyright; see http://apl.aip.org/about/rights_and_permissions



plane of C atoms along the [010] axis (Fig. 2). This cre-

ates a [001] easy axis and the MAE increases considerable

along other directions (Figure 3(f) and Table I). Thus, we

believe that the addition of C, while slightly quenching the

local magnetic moment, induces considerable uniaxial ani-

sotropy, particularly for the Co3C phase, and results in the

high coercivity experimentally verified in the CoxC nano-

particle assemblies.

The theoretical findings are in close agreement with the

experimental observations. For example, single phase Co2C

was found to possess a lower coercivity (450–1200 Oe) and

low magnetization (13 emu/g) while single phase Co3C

showed a higher coercivity (1.6–2.1 kOe) and high saturation

magnetization (55 emu/g) (Figures 4(a) and 4(b)). However,

the random particle nature of the Co3C particles coupled

with the uniaxial magnetic anisotropy of the Co3C structure

causes demagnetizing magnetostatic interactions between

neighboring Co3C grains leading to less than optimal coer-

civities (Figures 4(c) and 4(d)).26,37,38 By doping in the less

coercive Co2C phase, these magnetostatic interactions

between the Co3C grains can be minimized, and exchange

coupling becomes the dominant intergranular magnetic inter-

action (Figure 4(c)). This substantial exchange coupling in

the Co3C and Co2C composite particles led to the highest

coercivities (3.0–3.2 kOe) observed. Although, increasing

the Co2C composition to higher concentrations (>80%)

causes a decoupling between the Co3C and Co2C phases and

a bimodal coercivity distribution (Figure 4(d)). Grain size

also had an effect on coercivity values for the CoxC particles,

with lower grain sizes increasing exchange coupling and

enhancing coercivity.

The common metric for permanent magnets is energy

product, or BHmax, which can be simplistically viewed as the

product of magnetization and resistance to demagnetize

(coercivity). In this study, we have experimentally and theo-

retically identified Co3C to have both a higher magnetiza-

tion and coercivity when compared to Co2C. Theoretical

studies indicate that the mixing between the Co d- and C

p-states, while slightly reducing the pure Co moment, does

enhance the magnetic anisotropy of the carbide phases with

a higher value for the Co3C. The actual nano-composite

consists of a mixture of Co3C and Co2C nanoparticles. The

resulting properties are, therefore, governed by those of the

pure phases as well as by the nature of the interface and

the exchange coupling between the nanoparticles.

FIG. 3. Calculated total and projected densities of states of Co2C (a) and Co3C (d). Co(I) and Co(II) in Co3C refer to nearest and next nearest cobalt atom

from C. Majority densities are plotted as positive values; minority densities as negative values. The vertical dashed line indicates the Fermi level. Calculated

valence charge densities of Co2C and Co3C are shown in (b) and (e), respectively. Contours are equally spaced. Calculated crystal structures with magnetically

easy and hard axes are identified for Co2C (c) and Co3C (f).

FIG. 4. Contour plots showing the effect of phase composition and grain

size on (a) saturation magnetization in emu/g and (b) coercivity in kOe.

(c) Henkel plots and (d) reversal field distribution for pure phase Co3C

(red), Co3C rich composites (blue), and Co2C rich composites (green).

Henkel plots are derived from the isothermal remanent magnetization

(IRM) and direct current demagnetization (DCD) values (S11) using the

equation: dM¼MDCD – (1 – 2MIRM), see Ref. 39.

TABLE I. MAE of bulk Co2C and Co3C in units of meV per formula

obtained by GGAþU (U¼ 4 eV) calculations. The zero energy is set as the

reference and the corresponding direction is the easy axis.

[100] [010] [001] [110] [111]

Co2C 0.156 0.203 0 0.180 0.120

Co3C 0.178 0.206 0 0.191 0.128

012409-4 Carroll et al. Appl. Phys. Lett. 101, 012409 (2012)
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Synthetically, we are able to manipulate the Co3C and

Co2C phase composition through intricate control of [OH�]

and reaction temperature when using the polyol process

with TEG as the solvent. The present study suggests that

the addition of C is critical to controlling the anisotropy

and also suggests that even higher energy products could

be attained via the proper selection of transition metal,

non-metal element, and shape and morphology. The ability

to control these parameters synthetically opens a path to

minimizing rare earth dependency by creating a class of

permanent magnets that rival that of the current state of the

art technologies.40
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